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Abstract—This paper describes automatic singing transcription (AST) that estimates a human-readable musical score of a sung melody represented with quantized pitches and durations from a given music audio signal. To achieve the goal, we propose a statistical method for estimating the musical score by quantizing a trajectory of vocal fundamental frequencies (F0s) in the time and frequency directions. Since vocal F0 trajectories considerably deviate from the pitches and onset times of musical notes specified in musical scores, the local keys and rhythms of musical notes should be taken into account. In this paper we propose a Bayesian hierarchical hidden semi-Markov model (HHSSMM) that integrates a musical score model describing the local keys and rhythms of musical notes with an F0 trajectory model describing the temporal and frequency deviations of an F0 trajectory. Given an F0 trajectory, a sequence of musical notes, that of local keys, and the temporal and frequency deviations can be estimated jointly by using a Markov chain Monte Carlo (MCMC) method. We investigated the effect of each component of the proposed model and showed that the musical score model improves the performance of AST.

Index Terms—Automatic singing transcription, hierarchical hidden semi-Markov model

I. INTRODUCTION

Automatic singing transcription (AST) refers to estimating a musical score of a sung melody from a music audio signal (Fig. 1). It forms the basis of music information retrieval (MIR) because a melody is the most salient part of popular music that affects the impression of a musical piece. Generally, a sung melody is represented as a sequence of musical notes with pitches quantized in semitones and onset and offset times quantized in certain time units (tattums). To realize AST, one needs to quantize continuous physical quantities such as vocal fundamental frequencies (F0s) in both time and frequency directions. Since a lot of effort has been devoted to estimating vocal F0 trajectories from music audio signals (see Section II), we focus on AST from vocal F0 trajectories.

Fig. 1. The problem of automatic singing transcription. The proposed method takes as input a vocal F0 trajectory and tatum times, and estimates a sequence of musical notes by quantizing the F0 trajectory in the time and frequency directions.
probabilistic modeling, which is still open [6].

For key- and rhythm-aware AST, we previously proposed a hierarchical hidden semi-Markov model (HHSSM) [7] that consists of a musical score model and an F0 trajectory model under the condition that the tatum times are given in advance or estimated by a beat detection method [8] (Fig. 2). The musical score model generates a note sequence and consists of three sub-models describing local keys, pitches, and onset score times (Section III-B). The local keys are sequentially generated by a Markov model and the pitches of musical notes are then sequentially generated by another Markov model conditioned on the local keys. The onset score times are sequentially generated by a metrical Markov model [9], [10] defined on the tatum grid. The F0 trajectory model describes the temporal and frequency deviations added to a step-function-like pitch trajectory corresponding to the generated score (Section III-C). To stably learn the musical characteristics unique to each musical piece from a small amount of piece-specific data, the HHSSM is formulated in a Bayesian manner (Section III-D).

To estimate a latent sequence of musical notes with decent durations from an observed vocal F0 trajectory by using the HHSSM, in this paper we propose a combination of an iterative Gibbs sampler and a modified Viterbi algorithm that is penalized for intensely favoring longer notes with less frequent transitions (Section IV-C). The whole model can be estimated in an unsupervised or semi-supervised manner (Sections IV-A and IV-B) by optimizing on the fly or pretraining the musical score model, respectively. Since putting more emphasis on the musical score model was shown to be effective in our previous work [7], in this paper we carefully optimize the weighting factors on the individual components of the musical score and F0 trajectory models and the note duration penalization with Bayesian optimization [11] or grid search (Section V-A2).

The main contributions of this study are as follows. First, we provide a full description of the HHSSM (Section III) that is used for transcribing a human-readable score consisting of quantized pitches and onset times from a music audio signal (monophonic F0 trajectory) via the improved learning methods (Section IV). This is a principled statistical approach to a well-known open problem of how to integrate a note- and tatum-level language model with a tatum- or frame-level acoustic model in automatic music transcription. Second, we found that the rhythm and key models of the musical score model and the note duration penalization were particularly effective, by conducting comprehensive comparative experiments for investigating the performances of the unsupervised and semi-supervised learning methods (Section V-B1) and evaluating the musical score model (Section V-B2), the F0 trajectory model (Section V-B3), and the note duration penalization (Section V-B4).

Section II introduces related work on AST. Sections III and IV describe our statistical approach to AST (generative modeling and posterior inference). Section V reports the results of comparative experiments. Section VI summarizes the paper.

II. RELATED WORK

A typical approach to AST consists of three steps: melody extraction, piano-roll estimation, and rhythm transcription. The melody extraction refers to estimating predominant F0 trajectories from music audio signals. The piano-roll estimation refers to converting the vocal F0s to a piano-roll representation, i.e., a sequence of note events represented by onset times, durations, and quantized pitches. While the pitches take discrete values, the onset times and durations take continuous values. To estimate a complete musical score, i.e., a sequence of musical notes, the rhythm transcription is performed to quantize onset and offset times in units of tatums. Given an estimated F0 trajectory with tatum positions, the proposed method simultaneously performs the piano-roll estimation and rhythm transcription by modeling the generative process of a vocal F0 trajectory.

A. Melody Extraction

Estimation of vocal F0 trajectories for music audio signals, a.k.a. melody extraction, has been actively studied [12]–[17]. One of the most basic methods is subharmonic summation (SHS) [12], which calculates the sum of the harmonic components of each candidate F0. Ikemiya et al. [13] improved F0 estimation based on the combination of SHS and robust principle component analysis (RPCA) [18]. Salamon et al. [14] estimated several F0 contours according to a salience function and then recursively removed non-vocal contours by focusing on the singing characteristics. Durrieu et al. [15] extracted the main melody by representing the melody part with a source-filter model and accompaniments with a model inspired by non-negative matrix factorization (NMF). Mauch et al. [17] modified the YIN [16] in a probabilistic manner so that it would determine multiple candidate F0s.

B. Piano-roll Estimation

Piano-roll estimation has also been studied [19]–[26]. A straightforward quantization method that takes the majority of vocal F0s in each tatum interval is often used [19]. Paiva et al. [20] proposed a cascading method that performs multipitch estimation, pitch trajectory construction and segmentation, and
extraction of musical notes that form a main melody. Laaksonen et al. [22] divided audio signals into segments corresponding to note events by using the boundaries of chords as input, and then estimated the pitch of each note event by using a scoring function based on chord and key information. Ryynänen et al. [23] proposed a hierarchical HMM (HHMM) that categorizes the F0s of each note region into attack, sustain, and release states. This model represents the pitch transitions in an upper-level Markov chain and the transitions between the vocal fluctuation types in a lower-level Markov chain. Molina et al. [24] focused on the hysteresis characteristics of vocal F0s. Yang et al. [25] proposed an HHMM that represents the generative process of an F0 trajectory in a two-dimensional phase plane spanned by F0s and their first derivations (ΔF0s). Mauch et al. [26] developed a software called Tony that estimates a vocal F0 trajectory from a music audio signal using probabilistic YIN (pYIN) [17] and then estimates note events using a modified version of Ryynänen’s method [23].

C. Rhythm Transcription

The goal of rhythm transcription is to quantize onset and offset times of MIDI-like note events for appropriate score representation [9], [10], [27]–[30]. A major approach to this problem is to formulate an HMM [9], [10], [27]. Takeda et al. [27], for example, proposed a duration-based HMM that represents note values as latent variables and actual note durations as observed variables. Other studies have proposed onset-based HMMs called metrical HMMs that represent the note onset positions on the tatum grids as latent variables and the actual onset times as observed variables [9], [10]. The rhythm and onset deviation models used by this method are similar to those used by our method. Note that both types of HMM-based methods can be extended for polyphonic rhythm transcription (e.g., for MIDI piano performances). A probabilistic context-free grammar (PCFG) [28] and a connectionist approach [29] have also been studied for rhythm transcription. It has been shown that HMMs are currently state of the art [30].

III. GENERATIVE MODELING

This section defines the task of AST (Section III-A) and explains the hierarchical hidden semi-Markov model (HHSMM) that consists of a musical score model and an F0 trajectory model (Fig. 2). The musical score model represents the generative process of sung notes in the tatum level (Section III-B) and the F0 trajectory model represents the generative process of vocal F0s in the frame level from the note sequence (Section III-C). We introduce prior distributions to complete Bayesian formulation. This is effective for estimating the reasonable parameters of the proposed model from a small amount of data (Section III-D). We define the meanings of several terms regarding temporal information as follows:

- Onset/offset times and duration: the start/end times and length of a note represented in the frame level.
- Onset/offset score times and note value: the start/end times and length of a note represented in the tatum level.
- Tatum position: the relative position of a tatum in a measure including the tatum.

A. Problem Specification

Our problem is formalized as follows (Figs. 1 and 3):

**Input:**
A frame-level vocal F0 trajectory $X = x_{0:T}$ and tatum times $Y = y_{0:N} = (t_n, l_n)_{0:N}$

**Output:**
A sequence of musical notes $Z = z_{0:j} = (p_j, o_j)_{0:j}$

**By-product:**
A sequence of local keys $S = s_{0:M}$

where $x_{0:T} = \{x_0, \ldots, x_T\}$ etc., and $T$, $N$, $J$, and $M$ indicate the number of frames, tatum, estimated notes, and measures, respectively. The time-shifting interval is 10 ms in this study. $x_t$ indicates a log F0 in cents at frame $t$, where unvoiced frames are represented as $x_t = uv$. $t_n$ indicates a frame corresponding to tatum $n$, where $t_0 = 0$, $t_1 = 1$, and $t_N = T+1$. $l_n \in \{1, \ldots, L\}$ indicates the tatum position, where $L$ is the number of tatum included in a measure ($L = 16$ in this paper) and $l_1 = 1$ indicates the barline. Each note $z_j$ is represented as a pair of a semitone-level pitch $p_j \in \{1, \ldots, K\}$ and an onset score time $o_j \in \{0, \ldots, N\}$, where $K$ is the number of unique pitches considered (e.g., $K = 88$ pitches from A0 to C8), $o_0 = 0$, $o_1 = 1$, $o_{J+1} = N$. We introduce local keys $s_{0:M}$ for each measure. The local key $s_m$ of measure $m$ takes a value in $\{C, C\# \ldots, B\} \times \{\text{major}, \text{minor}\}$ (the tonic is represented as $C=0, C\#=-1, \ldots, B=11$, and the local keys are numbered from 1 to 24). We have introduced supplementary variables $x_0, y_0, z_0$, and $s_0$ in order to ease the handling of latent variables at the beginning of music.

In this paper, we deal with songs in the pop music style. It is assumed that a target piece is in 4/4 and that tatum unit is 16th note. Rests, notes shorter than the tatum unit, and triplets are not considered. Offset score times are not explicitly modeled, i.e., the offset score time of each note corresponds to the onset score time of the next note. It is also assumed that the maximum distance between successive onset score time (i.e., maximum note value) is $L$. 

![Fig. 3. Relationships between different time indices $j$, $n$, and $t$. The upper figure shows the start and end beat times of each musical note indexed by $j$. The dotted lines between the upper and lower figures represent correspondence between the tatum index $n$ and the frame index $t$. The lower figure shows the F0 value of each time frame. The onset of the first note $z_1$ is the start of music and $z_0$ is a supplementary note that is used only for calculating the slanted line representing the transient segment of $z_1$.](image-url)
B. Musical Score Model

The musical score model represents the generative process of local keys $S$ and musical notes $Z = \{P, O\}$. More specifically, local keys $S$ are sequentially generated by a Markov model and pitches $P$ are then sequentially generated by another Markov model conditioned on $S$ (Fig. 4). With an independent process, onset score times $O$ are sequentially generated by a metrical Markov model [9], [10]. We henceforth omit to explicitly write the dependency on $Y$ for brevity.

1) Model for Local Keys: To consider the relevance of adjacent local keys (e.g., the local keys are likely to change infrequently), the local keys $S$ are assumed to follow a first-order Markov model as follows:

$$s_0 \sim \text{Categorical}(\pi_0),$$

$$s_m \mid s_{m-1} \sim \text{Categorical}(\pi_{s_{m-1}}),$$

where $\pi_0 \in \mathbb{R}^{24}^+$ and $\pi_s \in \mathbb{R}^{24}^+$ are initial and transition probabilities. We write $\pi = \pi_0:24$. Given the similarities between keys (e.g., relative transitions from C major would be similar to those from D major), a hierarchical Dirichlet or Pitman-Yor language model [31] with a shared prior generating key-specific priors and distributions would be useful for precise key modeling.

2) Model for Pitches: The pitches $P$ are assumed to follow a first-order Markov model conditioned on the local keys $S$ as follows:

$$p_0 \mid S \sim \text{Categorical}(\phi_{s_0,0}),$$

$$p_j \mid p_{j-1}, S \sim \text{Categorical}(\phi_{s_{j-1},p_{j-1}}),$$

where $\phi_{s0} \in \mathbb{R}^{K}$ and $\phi_{sp} \in \mathbb{R}^{K}$ are initial and transition probabilities for pitches in local key $s$, and $m_j$ denotes a measure to which the onset of note $j$ belongs. Let $\phi = \phi_{1:24:1:K}$. We assume that the initial and transition probabilities in different local keys are related by a circular shift (change of tonic), and $\phi$ are represented as follows:

$$\phi_{s0p'} \propto \tilde{\phi}_{\text{type}(s),0,\deg(s,p')},$$

$$\phi_{spp'} \propto \tilde{\phi}_{\text{type}(s),\deg(s,p),\deg(s,p')},$$

where $\text{type}(s) \in \{\text{major, minor}\}$ indicates the type of key $s$, $\deg(s,p) \in \{1, \ldots, 12\}$ indicates the degree of pitch $p$ in key $s$ (if the tonic of key $s$ is $[s]$, $\deg(s,p) = (p - [s] \mod 12) + 1$), and $\tilde{\phi}_{\text{type}(s),0,\deg(s,p')}$ and $\tilde{\phi}_{\text{type}(s),\deg(s,p),\deg(s,p')}$ indicate initial and transition probabilities under a local key of type $r \in \{\text{major, minor}\}$ and tonic $C$, where $h \in \{1, \ldots, 12\}$ is a subscript representing a pitch degree. The proposed method learns only the probabilities of relative pitch degrees $\tilde{\phi}$ in an unsupervised or semi-supervised manner. The probabilities of absolute pitches $\phi$ are then obtained by expanding $\tilde{\phi}$ according to Eqs. (5) and (6) and used for estimating a sequence of musical notes. In other words, the same transition probabilities of pitch degrees are used for every octave range, and for pitch transitions beyond an octave we use the probabilities of the corresponding pitch transitions within an octave with the same pitch degrees.

3) Model for Rhythms: The onset score times $O$ are assumed to follow a metrical Markov model [9], [10] as follows:

$$l_{o_j} \mid l_{o_{j-1}} \sim \text{Categorical}(\lambda_{l_{o_{j-1}}}),$$

where $\lambda = \lambda_{1:L} \in \mathbb{R}_+^{L \times 2}$ denotes transition probabilities for tatum positions, i.e., $\lambda_{l,l'} (l, l' \in \{1, \ldots, L\})$ indicates the transition probability from tatum position $l$ to $l'$. We interpret that if $l_{o_{j-1}} < l_{o_j}$ the onsets of notes $j - 1$ and $j$ are in the same measure and if $l_{o_{j-1}} \geq l_{o_j}$ they are in the adjacent measures.

C. F0 Trajectory Model

The F0 trajectory model represents the generative process of an F0 trajectory $X$ from a note sequence $Z$. We consider both temporal and frequency deviations (Fig. 5).

1) Model for Temporal Deviations: As shown in Fig. 5-(a), vocal F0s corresponding to each note are assumed to have a transient segment (e.g., portamento) and a quasi-stationary segment (e.g., vibrato). The actual onset time of note $j$, which is defined as the first frame of the transient segment, can deviate from the tatum time $t_{o_j}$. Let $e_j \in [e_{\min}, e_{\max}]$ be the deviation of the actual onset time from $t_{o_j}$, where $[e_{\min}, e_{\max}]$ indicates its range. The onset and offset time deviations at the start and end of the musical piece are fixed to zero ($e_1 = e_{j+1} = 0$), and the onset time deviation of the supplementary note $z_0$ is also set to zero for convenience ($e_0 = 0$). If $e_j < 0 (e_j > 0)$, note $j$ begins earlier (later) than $t_{o_j}$. Because $E = e_{0:j}$ are
considered to be distributed according to a possibly multimodal distribution, in this paper we use a categorical distribution as the most basic distribution of discrete variables as follows:

\[ e_j \sim \text{Categorical}(\epsilon), \]  

where \( \epsilon \in \mathbb{R}^{m_{\text{max}}-m_{\text{min}}+1} \) is a set of deviation probabilities.

Let \( d_j \in \{1, \ldots, d_{\text{max}}\} \) be the duration of the transient segment of note \( z_j \), where \( d_{\text{max}} \) is the maximum number, and we set \( d_0 = d_{J+1} = 1 \). For the same reason as that for \( E \), we use a categorical distribution for \( D = d_{0:j} \) as follows:

\[ d_j \sim \text{Categorical}(\delta), \]

where \( \delta \in \mathbb{R}^{d_{\text{max}}} \) indicates a set of duration probabilities.

2) Model for Frequency Deviations: As shown in Fig. 5-(b), the vocal F0 trajectory \( X \) is generated by imparting frequency deviations to a temporally deviated pitch trajectory determined by the musical notes \( Z \), the onset time deviations \( E \), and the transient durations \( D \). Since vocal F0s can significantly deviate from score-indicated pitches, \( X \) are assumed to follow Cauchy distributions, which are more robust to outliers than Gaussian distributions, as follows:

\[ x_t \mid Z, E, D \sim \text{Cauchy}(\mu_t, \sigma), \]

where \( \mu_t \) and \( \sigma \) are the location and scale parameters, respectively. Note that if \( x_t = u \), \( x_t \) is treated as missing data. The related studies [6], [7] also used the Cauchy distribution for frequency deviations as a better choice than the Gaussian distribution. As shown in Fig. 6, the actual duration of note \( j \) is given by \( [t_{o_j}+c_j, t_{o_{j+1}}+c_{j+1}] \) and the reference F0 trajectory is modeled as a slanted line in the transient segment and a horizontal line in the quasi-stable segment as follows (Fig. 6):

\[ \mu_t = \begin{cases} 
[p_{j-1} + \frac{(p_j-[p_{j-1}])(t-(t_{o_j}+c_j))}{d_j}, & (t \in [t_{o_j}+c_j, t_{o_{j+1}}+c_{j+1}]) \\
[p_j], & (t \in [t_{o_j}+c_j+d_j, t_{o_{j+1}}+c_{j+1}])
\end{cases}, \]

where \( [p_j] \) indicates a log F0 [cents] corresponding to a semitone-level pitch \( p_j \). Although F0 transitions between different pitches have complicated dynamics in reality, in this paper we investigate the feasibility of a simple linear transition model.

**D. Bayesian Formulation**

Integrating the musical score model (prior distribution of the musical notes \( Z = \{P, O\} \)) with the F0 trajectory model (likelihood function of \( Z \) for the vocal F0s \( X \)), we formulate an HHSMM with the parameters \( \Theta = \{\pi, \phi, \lambda, \epsilon, \delta, \sigma\} \) as follows:

\[ p(X, S, P, O, E, D|\Theta) = p(S|\pi)p(P|S, \phi)p(O|\lambda) \cdot p(E|\epsilon)p(D|\delta)p(X|P, O, E, D, \sigma), \]

where the three terms of the musical score model are given by Eqs. (1) and (2), Eqs. (3) and (4), and Eq. (7), respectively, and the three terms of the F0 trajectory model are given by Eq. (8), Eq. (9), and Eq. (10), respectively.

We put conjugate Dirichlet priors as follows:

\[ \pi_s \sim \text{Dirichlet}(\gamma_s^\pi) \quad (s \in \{0, \ldots, 24\}), \]

\[ \phi_{r,h} \sim \text{Dirichlet}(\gamma_r^\phi) \quad (r \in \{\text{major, minor}\}, h \in \{0, \ldots, 12\}), \]

\[ \lambda_l \sim \text{Dirichlet}(\gamma_l^\lambda) \quad (l \in \{1, \ldots, L\}), \]

\[ \epsilon \sim \text{Dirichlet}(\gamma^\epsilon), \]

\[ \delta \sim \text{Dirichlet}(\gamma^\delta), \]

where \( \gamma_s^\pi \in \mathbb{R}_{+}^{24}, \gamma_r^\phi \in \mathbb{R}_{+}^{12}, \gamma_l^\lambda \in \mathbb{R}_{+}^{L}, \gamma^\epsilon \in \mathbb{R}_{+}^{m_{\text{max}}-m_{\text{min}}+1} \), and \( \gamma^\delta \in \mathbb{R}_{+}^{d_{\text{max}}} \) are hyperparameters. We put a gamma prior on \( \sigma \) as follows:

\[ \sigma \sim \text{Gamma}(\gamma_0^\sigma, \gamma_0^\gamma), \]

where \( \gamma_0^\sigma \) and \( \gamma_0^\gamma \) are the shape and rate parameters of the gamma distribution, which are also hyperparameters.

**IV. Posterior Inference**

This section explains posterior inference of the latent variables and parameters. The proposed HHSMM can be trained in an unsupervised manner from the vocal F0 trajectory of a target musical piece by sampling the values of the parameters and latent variables to approximate the posterior distribution of those variables (Section IV-A). The HHSMM can also be trained in a semi-supervised manner by using the musical score model that is pretrained by using a large amount of musical scores and that is expected to learn common musical grammar and improve the musical appropriateness of the transcription results. (Section IV-B). The musical notes are finally estimated as the latent variables that maximize the posterior probability of them (Section IV-C). To obtain better results, the parameters are updated simultaneously with the latent variables.

**A. Unsupervised Learning**

Given an F0 trajectory \( X \) as observed data, our goal is to compute the posterior distribution \( p(S, P, O, E, D, \Theta | X) \) of the latent variables (the pitches \( P \), onset score times \( O \), onset
deviations $E$, and transient durations $D$ of musical notes with the local key $S$) and the parameters $\Theta = \{\pi, \phi, \lambda, \epsilon, \delta, \sigma\}$. Since the posterior distribution cannot be computed analytically, we use a Gibbs sampling method with efficient forward-backward procedures and a Metropolis-Hastings (MH) step. The initial values of $Q = \{P, O, E, D\}$ are given by quantizing $X$ on the semitone and tatum grids by the majority vote method. The initial values of $\Theta$ are drawn from Eqs. (13), (14), (15), (16), (17), and (18). Then, the following three steps are iterated until the likelihood is fully maximized.

1) Obtain $S$ from $p(S|Q, \Theta, X)$ with forward filtering-backward sampling.
2) Obtain $Q$ from $p(Q|S, \Theta, X)$ with forward filtering-backward sampling.
3) Obtain $\Theta$ from $p(\Theta|S, Q, X)$ with Gibbs sampling and MH sampling.

Detailed algorithms for the steps 1), 2), and 3) are described in Appendix A.

B. Semi-supervised Learning

An effective way of improving the performance of AST is to estimate the parameters of the musical score model from existing musical scores (monophonic note sequences with key annotations) in advance. Let $S$ and $Z = \{P, O\}$ denote local keys, pitches, and onset score times in training data, which are defined in the same way as $S$ and $Z = \{P, O\}$ of a target piece (Section III-B). Given $S$ and $Z$, the initial and transition probabilities of pitch classes $\phi$ are obtained by normalizing the count data $e^{\rho g}$ obtained from $S$ and $Z$. Similarly, the onset transition probabilities $\lambda$ are obtained from $O$. The initial and transition probabilities of local keys $\pi$ are not trained because the key transitions tend to be unique to each musical piece and are learned in an unsupervised manner. Keeping $\phi$ and $\lambda$ fixed, the other parameters and latent variables are estimated for a target piece in a semi-supervised manner.

C. Posterior Maximization

Our final goal is to obtain the optimal values of $S$, $Q$, and $\Theta$ that maximize the posterior probability $p(S, Q, \Theta|X)$. First, we choose the best samples of $S$, $Q$, and $\Theta$ that maximize $p(S, Q, \Theta|X)$ in the Gibbs sampling described in IV-A. Then, the following three steps are iterated until convergence.

1) Obtain $S$ that maximizes $p(S|Q, \Theta, X)$ with Viterbi decoding on the upper-level chain of $S$.
2) Obtain $Q$ that maximizes $p(Q|S, \Theta, X)$ with Viterbi decoding on the lower-level chain of $Q$.
3) Obtain $\Theta$ that maximizes $p(\Theta|S, Q, X)$.

We empirically confirmed that a few iterations are sufficient to reach convergence. In the Viterbi algorithm in step 2 above, weighting factors $\beta^\phi$, $\beta^\lambda$, $\beta^\epsilon$, $\beta^\delta$, and $\beta^x$ are introduced in the forward calculations to balance the individual sub-models. A penalization term $\exp[\beta^\phi/(o_{j+1} - o_j)]$ for long durations $o_{j+1} - o_j$ with a weighting factor $\beta^\phi$ is also introduced in the forward calculations to suppress the frequent occurrence of long notes. Detailed algorithms for 1), 2), and 3) are described in Appendix B.

V. EVALUATION

We conducted comparative experiments to evaluate the performance of the proposed method for AST. We investigated the effectiveness of the pretraining method in comparison with the unsupervised and semi-supervised learning methods (Section V-B1) based on the learning configurations described in Section V-A3. We also examined the contribution of the individual sub-models by ablating each of them (Sections V-B2, V-B3, and V-B4) based on the model configurations described in Section V-A4. To confirm the improvement of the performance of the proposed method, we conducted a comparative experiment using conventional methods (Section V-C1). To investigate the performance of the overall system that takes a music signal as input and outputs a musical score, we also tested the proposed method for F0 trajectories and tatum times automatically estimated from music signals (Section V-C2).

A. Experimental Conditions

1) Datasets: From the RWC Music Database [32], we used 63 popular songs in 4/4 time and that satisfy the requirements mentioned in Section III-A. We verified the correctness of ground-truth annotations [33] of musical notes and beat times. For input vocal F0 trajectories, we used the ground-truth data in most experiments and estimated data obtained by the method in [13] for some experiments. In both cases, the ground-truth unvoiced regions were used to eliminate the influence of the performance of vocal activity detection (VAD). Similarly, for the 16th-note-level tatum times, we used the ground-truth data in most experiments and estimated data obtained by a neural beat tracking method [8] in some experiments. To prepare ground-truth scores used for evaluating the accuracy of transcribed notes, we used MIDI files in which the onset and offset times of each note are adjusted to corresponding ground-truth beat times.

2) Hyperparameters: The Dirichlet priors on the initial key probabilities $\pi_0$, the onset transition probabilities $\lambda$, the onset time deviation probabilities $\epsilon$, and the transient duration probabilities $\delta$ given by Eqs. (13), (15), (16), and (17) were set to uniform distributions, i.e., $\gamma_0^\phi$, $\gamma^\lambda$, $\gamma^\epsilon$, and $\gamma^\delta$ were set to all one vectors. The Dirichlet priors on the key transition probabilities $\pi_s$ ($s \in \{1, \ldots, 24\}$) given by Eq. (13) were set as $\gamma_s^\pi = [1, 1, \ldots, 100, \ldots, 1]^T$ (only the $s$-th element takes 100) to favor self-transition. The Dirichlet priors on the initial probabilities of pitch classes $\phi_{s,0}$ given by Eq. (14) and the transition probabilities of pitch classes $\phi_{r,h}$ ($r \in \{\text{major, minor}\}$, $h \in \{1, \ldots, 12\}$) were set as $\gamma_{r,h}^\phi = [10, 1, 10, 1, 10, 1, 10, 1, 10, 1, 10, 1]^T$ and $\gamma_{r,h}^\phi = [10, 1, 10, 1, 10, 1, 10, 1, 10, 1, 10, 1]^T$ to favor the seven pitch classes on the C major and minor scales, respectively. The gamma prior on $\sigma$ in Eq. (18) was set as $a_0^\sigma = a_1^\sigma = 1$. Assuming that keys tend to change infrequently, the $s$-th element of $\gamma_s^\epsilon$ was set to a large value (100). Because non-diatomic notes are often used, $\gamma_{r,h}^\phi$ and $\gamma_{r,h}^\phi$ were set to smaller values (10). Optimization of these hyperparameters is left as future work. For a model M3 in Table I the weighting factors $\beta^\phi$, $\beta^\lambda$, and $\beta^x$ were determined by Bayesian optimization [11] as
\( \beta^\phi = 18.9, \beta^\lambda = 49.6, \) and \( \beta^\chi = 5.1. \) The weighting factors \( \beta^\phi \) and \( \beta^\lambda \) were determined by grid search and set as \( \beta^\phi = 20.0 \) and \( \beta^\lambda = 10.0. \) The weighting factor \( \beta^\chi \) of the duration penalty term was set to \( \beta^\chi = 50, \) which was experimentally selected from \( \{1, 5, 10, 50, 100, 500, 1000\} \) so that the performances of M3 and M4 were maximized. Since the forward-backward algorithms (Appendices A-2 and B-2) are defined in a huge product space \( q_n = \{p_n, o_n, e_n, d_n\}, \) the range of pitches considered was limited as follows:

\[
\tilde{p}_n \in \bigcup_{i=n-1}^{n+1} \left\{ \tilde{p}_i^{\text{Maj}} - 1, \tilde{p}_i^{\text{Maj}}, \tilde{p}_i^{\text{Maj}} + 1 \right\},
\]  

(19)

where \( \tilde{p}_i^{\text{Maj}} \) is the pitch estimated by the majority vote method between tatum times \( n-1 \) and \( n. \) The pitch-range constraint might prevent the proposed method from estimating some correct notes. However, it is difficult to recover the correct notes from an erroneous F0 trajectory that is far from the ground-truth pitch sequence. The pitch-range constraint is thus effective for reducing the computational complexity of the proposed method without much damaging the performance of note estimation.

3) Learning Configurations: The unsupervised and semi-supervised schemes (Section IV-A and Section IV-B) were used for estimating the initial and transition probabilities of pitch classes \( \phi \) and the onset transition probabilities \( \lambda \). In the unsupervised scheme, \( \phi \) and/or \( \lambda \) were learned from only the vocal F0 trajectory of a target song. In the semi-supervised scheme, \( \phi \) and/or \( \lambda \) were estimated as follows:

[L1] Pitch transition learning: \( \tilde{\phi} \) were learned from 90 popular songs with no overlapped sung notes except for a target song in the RWC Music Database [32].

[L2] Onset transition learning: \( \lambda \) were estimated in advance from a corpus of rock music [34].

4) Model Configurations: The four main components of the proposed method, i.e., the local key model (Section III-B1), rhythm model (Section III-B3), temporal deviation model (Section III-C1), and note duration penalty (Section IV-C) were evaluated separately. More specifically, we examined the performance of AST when each component was included or not included as follows:

[T1] Key modeling: When this function was enabled, the key transition probabilities \( \pi \) were estimated. Otherwise, the number of local keys was set to 1, i.e., \( \pi_{0,1} = \pi_{1,1} = 1. \)

[T2] Rhythm modeling: When this function was enabled, the onset transition probabilities \( \lambda \) were estimated. Otherwise, \( \lambda \) were set to the same value, i.e., \( \lambda_{1,1} = 1. \)

[T3] Temporal deviation modeling: When this function was enabled, the onset deviations \( E \) and the transient durations \( D \) were estimated and we set \( [e_{\text{min}}, e_{\text{max}}] = [-5, 5] \) and \( d_{\text{max}} = 10. \) Otherwise, \( E \) and \( D \) were not considered, i.e., \( e_j = 0 \) and \( d_j = 1. \)

[T4] Note duration penalization: When this function was enabled, the penalty term \( f(o_n) \) was introduced in the Viterbi decoding. Otherwise, \( f(o_n) \) was not used.

5) Evaluation Measures: The performance of AST was evaluated in terms of the frame-level and note-level measures. The frame-level accuracy, \( A, \) is defined as follows:

\[
A = \frac{T_{\text{correct}}}{T_{\text{gt}}},
\]  

(20)

where \( T_{\text{gt}} \) is the total number of voiced frames in the beat-adjusted MIDI files and \( T_{\text{correct}} \) is the total number of voiced frames whose semitone-level pitches were correctly estimated. The note-level measures including the precision rate \( P, \) the recall rate \( R, \) and the F-measure \( F \) are defined as follows:

\[
P = \frac{J_{\text{correct}}}{J_{\text{output}}}, \quad R = \frac{J_{\text{correct}}}{J_{\text{gt}}}, \quad F = \frac{2PR}{P+R},
\]  

(21)

where \( J_{\text{gt}} \) is the total number of musical notes in the ground-truth scores, \( J_{\text{output}} \) is the total number of musical notes in the transcribed scores, and \( J_{\text{correct}} \) is the total number of correctly-estimated musical notes. We used three criteria for judging that a musical note is correctly estimated [35]:

[C1] Pitch, onset, and offset match: The semitone-level pitch and the onset and offset score times were all estimated correctly.

[C2] Pitch and onset match: The semitone-level pitch and the onset score time were estimated correctly.

[C3] Onset match: The onset score time was estimated correctly.

When the tatum times were estimated with the beat tracking method [8], we used error tolerance for onset and offset times to absorb slight differences between the estimated and ground-truth tatum times. More specifically, an estimated onset time was judged as correct if it was within 50 ms from the ground-truth onset time. An estimated offset time was judged as correct if it was within 50 ms or 20% of the duration of the ground-truth note from the ground-truth offset time.

B. Experimental Results

The experimental results obtained with the different learning and model configurations are shown in Table I. In this experiment, the ground-truth vocal F0 trajectories and tatum times were given as input to the proposed method.
1) Learning Configurations: We evaluated the effectiveness of the semi-supervised learning strategy by comparing the performances for the four different learning configurations M1, M2, M3, and M4 in Table I. The accuracies for M3 (73.5%) and M4 (73.7%) were better than those for M1 (71.4%) and M2 (71.5%). This indicates that the pretraining of the onset transition probabilities was effective for improving the performance of AST. Examples of Λ are shown in Fig. 7. The probabilities of transitions to the 8th-note-level tatum grids were larger than those to the other positions (Figs. 7-(a) and 7-(b)) and the 8th notes frequently appeared in the date used for the pretraining (Fig. 7-(c)). This enables the proposed method to output scores with natural rhythms.

The accuracy for M1 (71.4%) was almost the same as that for M2 (71.5%) and that for M3 (73.5%) was almost the same as that for M4 (73.6%). This indicates that the pretraining of the transition probabilities of pitch classes ϕ did not much improve the performance of AST. The precision rates, recall rates, and F-measures for M2 and M4 were slightly worse than those for M1 and M3 especially in terms of C1, respectively. As shown in Fig. 8, when the transition probabilities of pitch classes were pretrained, pitches were likely to continue or change to near pitches. As shown in Figs. 9 and 10, in contrast, there was no clear bias in the transition probabilities estimated by the unsupervised learning method or the posterior maximization method because of the effect of the prior distribution. Estimation errors caused by using the pretrained transition probabilities are shown in Fig. 11, where the ground-truth key was D minor in both examples. In the example 1, M3 failed to estimate the correct key, but succeeded in estimating the correct notes on the scale of the estimated key. In contrast, M4 failed to estimate the correct key and two estimated notes were out of the scale of the estimated key. M4 also failed to estimate even the note on the scale of the estimated key because vocal F0s corresponding to the note were represented as frequency deviations. In the example 2, M3 succeeded in estimating the correct note on the scale of the incorrectly estimated key. M4 estimated a key as F major (a relative major key of D minor), but incorrectly estimated the note because vocal F0s corresponding to the note were represented as frequency deviations. As in these examples, incorrect key estimation and/or incorrectly represented F0s sometimes led to incorrect note estimation.

2) Key and Rhythm Modeling: We evaluated the effectiveness of the key and rhythm modeling by comparing the performances for M3, M5, M6, and M7 in Table I. Note that the pretrained onset transition probabilities were not used for M5 and M6 that do not model rhythms. The accuracy for M3 (73.6%) was better than those for M5 (71.7%), M6 (72.9%), and M7 (72.6%). This indicates that the musical score model including the key and rhythm models was effective for improving the performance of AST. While the accuracy for M6
(72.9%) was almost the same as that for M7 (72.6%), the precision rates, recall rates, and F-measures for M7 were much better than those for M6. This indicates that the rhythm model was more effective than the key model for AST.

3) Temporal Deviation Modeling: We evaluated the effectiveness of the temporal deviation modeling by comparing the performances for M3 and M8 in Table I. In most criteria, the performances for M8 were worse than those for M3. This was mainly due to the large deviations of a vocal F0 trajectory that were hard to represent precisely. The positive effect of the temporal deviation modeling was shown in Fig. 12. In these pieces, M8 successfully represented the transient segments of vocal F0s. In the left piece, M8 correctly estimated a musical note regarded as frequency deviations by M3. The temporal deviation model of M8, however, often degraded the performance, as shown in Fig. 13. In the top pieces, the temporal deviation model overfit overshoot and preparation in vocal F0 trajectories. Although we had expected the overshoot and preparation to be captured as frequency deviations following the Cauchy distribution, the overfitting, in fact, caused inaccurate pitch estimation. In the bottom-left piece, an extra note was inserted because the transient segment longer than the tatum interval was represented by the temporal deviations of the two successive tatum. In the lower-right piece, the proposed method failed to detect the correct onset because the transition segment was represented as the temporal deviation of the previous tatum before the correct tatum. Treatment of such slower F0 transitions should be included in future work.

As shown in Fig. 14, the categorical distribution of the onset time deviations E and that of the transient durations D estimated by the unsupervised learning method (Section IV-A) were found to have complicated shapes. In future work, flexible parametric models (e.g., Poisson mixture models) that have fewer parameters than the categorical distribution could be used for improving the efficiency of training the distributions of the temporal deviations E and D.

4) Note Duration Penalization: We evaluated the effectiveness of introducing the penalty term \( f(\alpha_n) \) by comparing the
performances for the two different models M3 and M9 in Table I. The accuracy for M9 (73.7%) was slightly better than that for M9 (73.5%). In terms of C1, the precision rate for M9 (28.4%) was slightly worse than that for M3 (28.7%), whereas the recall rate for M9 (26.5%) was better than that for M3 (24.0%). As shown in Fig. 15, M9 successfully estimated shorter notes that were not detected by M3. On the other hand, M9 mistakenly split longer notes correctly estimated by M3 into several shorter notes. A possible way of mitigating this trade-off problem is to extend the proposed model to deal with both pitch and volume trajectories of singing voice. This is expected to improve the performance of onset detection.

We evaluated the effectiveness of jointly using the temporal deviation modeling and the note duration penalization by comparing the performances for M9 and M10 in Table I. As described in Section V-B3, the temporal deviation modeling decreased the accuracy from 73.7% (M9) to 73.1% (M10). We also checked the effectiveness of introducing both models into M4. Although the accuracy for M11 and that for M10 were same, the precision and recall rates and F-measures for M11 were slightly worse than those for M10. This indicates that the pretrained probabilities $\phi$ have little effect when using the temporal deviation modeling and note duration penalization.

### C. Further Investigations

1) **Comparison with Conventional Methods:** We compared the performance obtained by M3 with those obtained by the straightforward majority-vote method and a statistical method based on a beat-synchronous HMM (BS-HMM) [36]. Since these conventional methods can only estimate a semitone-level pitch at each tatum interval, successive tatum intervals were concatenated to form a single note if they had the same pitch. Similarly, successive notes included in the ground-truth data and those estimated by the proposed method were concatenated to form a single note if they had the same pitch. To deal with unvoiced regions in vocal F0 trajectories, the BS-HMM was extended in the same way as the proposed method. Note that the majority-vote method can handle the unvoiced regions and estimate rest notes for those regions.

Experimental results are shown in Table II. The accuracy obtained by the proposed method (73.5%) was better than those obtained by the majority-vote method (54.0%) and the BS-HMM (64.2%). Considering that the use of the musical score model is the main difference between the proposed method and the others, we can say that the musical score model is effective for improving the performance of AST. In terms of C3, only the recall rate obtained by the majority-vote method (77.7%) was better than those obtained by the other methods because many extra short notes were obtained.

2) **Impacts of F0 Estimation and Tatum Detection:** To evaluate the impacts of vocal F0 estimation and tatum time detection on the performance of AST, we tested M3 by using the ground-truth and estimated data as follows:

- **F0 trajectory:** We used the ground truth data in [33] and estimated data obtained by [13].
- **Tatum times:** We used the ground truth data in [33] and estimated data detected by [8].

As shown in Table III, the accuracy obtained by M3 (73.5%) using the ground-truth data was better than those obtained by M3-1 (73.0%), M3-2 (71.2%), and M3-3 (70.7%) using the estimated data. The impact of tatum detection was larger than that of F0 estimation and the F0 estimation slightly degraded the performance of the proposed method. To avoid such negative effects, we plan to develop a method that directly and jointly estimates a sequence of musical notes with tatum times from music audio signals.

### VI. CONCLUSION

This paper presented a statistical AST method that estimates a sequence of musical notes from a vocal F0 trajectory. Our method is based on an HHSMM that combines a musical score model with a vocal F0 model to represent the hierarchical generative process of a vocal F0 trajectory from a note sequence determined by musical knowledge. We derived an efficient Bayesian inference algorithm based on the Gibbs and MH samplings for solving the inverse problem. The experimental results showed that the key and rhythm models included
in the musical score model were effective for improving the performance of AST. The temporal deviation model was not always effective because it was often difficult to discriminate temporal deviations and frequency deviations.

One of future research directions is to extend the proposed method for directly and jointly estimating musical notes and tatum times from music audio signals. This could be realized by integrating the proposed method with an acoustic model that generates a music spectrogram from a vocal F0 trajectory in a hierarchical Bayesian manner.

**APPENDIX A**

**DETAILED ALGORITHM FOR UNSUPERVISED LEARNING**

1) **Sampling Local Keys:** In the forward step, a forward message $\alpha(s_m)$ is calculated recursively as follows:

$$\alpha(s_0) = p(p_0, s_0) = p(p_0|s_0)p(s_0) = \phi_{s_0, 0, p_0, \pi_0, s_0},$$  
$$\alpha(s_m) = p(p_{m-j_{m-1}+1}, s_m) = \sum_{s_{m-1}} p(s_m|s_{m-1})\alpha(s_{m-1}) \prod_{j=j_{m-1}}^{j_{m+1}-1} p(p_j|p_{j-1}, s_m)$$

$$= \sum_{s_{m-1}} \pi_{s_{m-1}, s_m} \alpha(s_{m-1}) \prod_{j=j_{m-1}}^{j_{m+1}-1} \phi_{s_m, p_{j-1}, p_j},$$  

where $j_{m}$ denotes the index of the first note in measure $m$.

In the backward step, the local keys $S$ are sampled from a conditional distribution given by

$$p(S|P) = p(s_m|s_{m+1:M}, P).$$  

More specifically, local keys $s_{0:M}$ are sampled in the backward order as follows:

$$s_M \sim p(s_M|P) \propto \alpha(s_M),$$  
$$s_m \sim p(s_m|s_{m+1:M}, P) \propto \pi_{s_{m-1}, s_m} \alpha(s_m)$$

2) **Sampling Note-Level Variables:** Given the local keys $S$ and the F0 trajectory $X$, we aim to jointly update $Q = \{P, O, E, D\}$ by using a forward filtering-backward sampling algorithm on the tatum grids. We define a forward message $\alpha(q_n)$ w.r.t. a tuple $q_n = \{p_n, \delta_n, \epsilon_n, d_n\}$ (Fig. 16), where $p_n$ and $\delta_n$ indicate the pitch and onset score time of the note whose offset score time is given by $n$, and $\epsilon_n$ and $d_n$ respectively indicate the onset time deviation and transient duration of the note whose onset score time is given by $n$.

The onset and offset times of the musical note whose offset time is $n$ are thus given by $t_n + \epsilon_n$ and $t_n - \epsilon_n - 1$. We formally write the emission probability of F0s in this time span as follows:

$$\chi(q_n) = \prod_{t=t_n+\epsilon_n}^{t_n+\epsilon_n-1} \text{Cauchy}(x_t|\mu_t, \sigma),$$

where $\mu_t$ is given by the piecewise linear trajectory given by Eq. (11) as follows:

$$\mu_t = \left\{ \begin{array}{ll}
\left[ p_n + \left( \frac{p_n - [\hat{p}_n]}{\epsilon_n} \right)(t - (t_{\delta_n} + \epsilon_{\delta_n})) / \hat{d}_{\delta_n} \right] & \quad (t \in [t_{\delta_n} + \epsilon_{\delta_n}, t_n + \epsilon_{\delta_n} + \hat{d}_{\delta_n}]), \\
(p_n) & \quad (t \in [t_{\delta_n} + \epsilon_{\delta_n} + \hat{d}_{\delta_n}, t_n + \epsilon_{\delta_n} + d_{\delta_n}]),
\end{array} \right.$$

The variable $q_n$ is indexed by tatum $n$ (unlike note $j$) to enable estimation by a hidden semi-Markov model whereby the number of notes and the onset score time of each note are obtained as a result [37].

In the forward step, a forward message $\bar{\alpha}(q_n)$ is calculated recursively as follows:

$$\bar{\alpha}(q_1) = p(\bar{q}_1|S, X) = \phi_{s_0, 0, \bar{p}_1},$$  
$$\bar{\alpha}(q_n) = p(x_{0:t_n+\epsilon_n-1}, \bar{q}_n|S, X) = \sum_{\bar{q}_n} p(x_{0:t_n+\epsilon_n-1}, \bar{q}_n, \bar{q}_n|S, X)$$

$$= p(\bar{e}_n) p(d_n) \prod_{q_n} p(n|\bar{\alpha}(q_n)) \lambda_{\delta_n, \epsilon_n, \bar{p}_n} \chi(q_n) \bar{\alpha}(q_n),$$

where $s_{\bar{\delta}_n}$ indicates the local key of a measure including the tatum $\delta_n$.

In the backward step, the variables $Q$ are sampled from a conditional distribution given by

$$p(Q|S, X) = p(q_j|S, X) \prod_{j=0}^{J-1} p(q_j|q_{j+1}, S, X),$$

where $q_j = \{p_j, o_j, e_j, d_j\}$ is a tuple of the semitone-level pitch, onset score time, onset time deviation, and transient duration of $j$-th note, respectively (Fig. 16). The variables $Q$, however, cannot be sampled directly from Eq. (31) because the number of notes $J$ is unknown before sampling notes. Instead of sampling $q_j$, the variable $\bar{q}_N$ is recursively sampled in the reverse order as follows:

$$\bar{q}_N \sim p(\bar{q}_N|S, X) \propto \bar{\alpha}(\bar{q}_N),$$  
$$\bar{q}_{\delta_n} \sim p(\bar{q}_{\delta_n}|\bar{q}_N, S, X)$$

$$\sim \epsilon_{\epsilon_n} d_{\delta_n} \bar{\alpha}(\bar{q}_{\delta_n}) \phi_{s_{\bar{\delta}_n}, \bar{p}_{\delta_n}, \bar{p}_n} \chi(q_n) \bar{\alpha}(q_n),$$

where $\bar{q}_N$ is the number of notes sampled. $\bar{q}_{\delta_n}$ is determined as the number of the sampled tuples.

3) **Sampling Model Parameters:** Given the latent variables $S$ and $Q$, the model parameters $\Theta$ except for $\sigma$ are sampled
from the conditional posterior distributions as follows:

$$
\pi_s \propto \text{Dirichlet}(\gamma^s_s + c^s),
$$

(34)

$$
\phi_{rh} \propto \text{Dirichlet}(\gamma^h_r + c^h_r),
$$

(35)

$$
\lambda_i \propto \text{Dirichlet}(\gamma^i + c^i),
$$

(36)

$$
\epsilon \propto \text{Dirichlet}(\gamma^c + c^c),
$$

(37)

$$
\delta \propto \text{Dirichlet}(\gamma^d + c^d),
$$

(38)

where \( c^s \in \mathbb{R}^{24} \), \( c^h \in \mathbb{R}^{12} \), \( c^i \in \mathbb{R}^L \), \( c^c \in \mathbb{R}^{\max - \text{min} + 1} \), and \( c^d \in \mathbb{R}^{\text{max}} \) are count data obtained from \( S \) and \( Q \). More specifically, \( c_{00}^s \) indicates the number of times that \( s_0 = s \) is satisfied, \( c_{0h}^s \) indicates the number of transitions from key \( s \) to key \( s' \), \( c_{h0h}^s \) indicates the number of times that \( \text{type}(s_0) = r \) and \( \deg(s_0, p_0) = h \) are both satisfied, \( c_{h}^{\rho h} \) indicates the number of transitions from a pitch degree \( h \) to a pitch degree \( h' \) under a key type \( r \), \( c_{0}^{\rho h} \) indicates the number of transitions from a pitch position \( l \) to a pitch position \( l' \), \( c^{e}_{k} \) indicates the number of onset time deviations taking \( e \), and \( c^d_{l} \) indicates the number of transient durations taking \( d \).

To update \( \sigma \), we use a MH algorithm with a random-walk proposal distribution as follows:

$$
q(\sigma^*|\sigma) = \text{Gamma}(\sigma^*|\sigma, 1),
$$

(39)

where \( \sigma \) is a current sample and \( \sigma^* \) is a proposal. The proposal \( \sigma^* \) is accepted as the next sample with the probability given by

$$
A(\sigma^*, \sigma) = \min \left( \frac{L(\sigma^*)q(\sigma^*|\sigma)}{L(\sigma)q(\sigma^*|\sigma)} , 1 \right),
$$

(40)

where \( L(\sigma) \) is the likelihood function of \( \sigma \) given by

$$
L(\sigma) = \prod_{j=1} J \prod_{t=0} \prod_{e_{aj}} \text{Cauchy}(x_t|\mu_t, \sigma).
$$

(41)

APPENDIX B

DETAILED ALGORITHM FOR POSTERIOR MAXIMIZATION

1) Estimating Local Keys: In the forward step, a Viterbi variable \( \hat{\omega}(s_m) \) is calculated recursively by replacing the sum operation with the max operation in the recursion of \( \alpha(s_m) \) (Appendix A-1) as follows:

$$
\hat{\omega}(s_0) = \phi_{s_0,0,p_0},
$$

(42)

$$
\hat{\omega}(s_m) = \max_{s_{m-1}} \pi_{s_{m-1},s_m} \hat{\omega}(s_{m-1}) \prod_{j=j_m} \phi_{s_m,p_j,p_j},
$$

(43)

where an argument \( s_{m-1} \) that maximizes the max operation is memorized as \( \text{prev}(s_m) \) when calculating \( \hat{\omega}(s_m) \).

In the backward step, the local keys \( S \) are obtained in the reverse order as follows:

$$
s_M = \text{argmax}_i \hat{\omega}(s_M = i),
$$

(44)

$$
s_m = \text{prev}(s_{m+1}).
$$

(45)

2) Estimating Musical Notes: In the forward step, a Viterbi variable \( \hat{\omega}(q_n) \) is calculated recursively by replacing the sum operation with the max operation in the recursion of \( \tilde{\alpha}(q_n) \) (Appendix A-2). In practice, we can introduce weighting factors to balance the musical score model and the F0 trajectory model, as is usually done in statistical speech recognition [38]. The modified message is thus given by

$$
\hat{\omega}(q_1) = \phi_{s_0,0,p_1},
$$

(46)

$$
\hat{\omega}(q_n) = \epsilon_{q_0} \delta_{q_0} \max_{q_n} \lambda(q_{n-1},q_n) \phi(q_{n-1},p_n) \lambda(q_n) \hat{\omega}(q_n),
$$

(47)

where an argument \( \tilde{q}_n \) that maximizes the max operation is memorized as \( \text{prev}(q_n) \) when calculating \( \hat{\omega}(q_n) \), and \( \beta^0, \beta^A, \beta^F, \beta^\rho, \) and \( \beta^\lambda \) are weighting factors.

Our preliminary experiments show that the latent variables estimated with an HSMM favor longer durations for reducing the number of state transitions because the accumulated multiplication of transition probabilities reduces the likelihood. As a possible solution for penalizing longer musical notes, we introduce an additional term \( f(\tilde{q}_n) = \left( \exp \left( \frac{-1}{\tilde{q}_n} \right) \right)^{\beta^2} \) to Eq. (47) as follows:

$$
\hat{\omega}(q_n) = \epsilon_{q_0} \delta_{q_0} \lambda_{q_0} \max_{q_n} \lambda(q_{n-1},q_n) \phi(q_{n-1},p_n) \lambda(q_n) \hat{\omega}(q_n) f(\tilde{q}_n),
$$

(48)

where \( \tilde{q}_n \) and \( n \) indicate the onset and offset score times (i.e., \( n - \tilde{q}_n \) indicates the note value) and \( \beta^2 \) is a weighting factor.

In the backward step, the musical notes \( Q \) are obtained in the reverse order as follows:

$$
\tilde{q}_N = \argmax_n \hat{\omega}(q_N = \tilde{q}),
$$

(49)

$$
\tilde{q}_n = \text{prev}(\tilde{q}_{n+1}).
$$

(50)

3) Estimating Model Parameters: Given the latent variables \( S \) and \( Q \), the model parameters \( \Theta \) except for \( \sigma \) are obtained as the expectations of the posterior Dirichlet distributions given in Appendix A-3. The Cauchy scale \( \sigma \) is updated to a proposal given by Eq. (39) only when the posterior given by the product of Eqs. (12)–(18) is increased.
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