Sequential Generation of Singing F0 Contours from Musical Note Sequences Based on WaveNet
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Abstract—This paper describes a method that can generate a continuous F0 contour of a singing voice from a monophonic sequence of musical notes (musical score) by using a deep neural autoregressive model called WaveNet. Real F0 contours include complicated temporal and frequency fluctuations caused by singing expressions such as vibrato and portamento. Although explicit models such as hidden Markov models (HMMs) have often been used for representing the F0 dynamics, it is difficult to generate realistic F0 contours due to the poor representation capability of such models. To overcome this limitation, WaveNet, which was invented for modeling raw waveforms in an unsupervised manner, was recently used for generating singing F0 contours from a musical score with lyrics in a supervised manner. Inspired by this attempt, we investigate the capability of WaveNet for generating singing F0 contours without using lyric information. Our method conditions WaveNet on pitch and contextual features of a musical score. As a loss function that is more suitable for generating F0 contours, we adopted the modified cross-entropy loss weighted with the square error between target and output F0s on the log-frequency axis. The experimental results show that these techniques improve the quality of generated F0 contours.

I. INTRODUCTION

Singing expressions observed in pitch fluctuations such as vibrato and portamento, volume dynamics, and vocal qualities play an important role in characterizing singing voices. In particular, it is useful to build a generative model of singing F0 contours including pitch fluctuations for automatically synthesizing natural and expressive singing voices. Such a model can also be used for singing style conversion and automatic parameter tuning of singing voice synthesizers including VOCALOID (a commercial singing voice synthesizer) [1]. Combining an F0 contour generation technique with a voice conversion technique [2]–[4], a singing voice of an arbitrary singer could be changed to that of another singer.

Conventional methods for generating singing F0 contours are based on explicit parametric modeling using a second-order linear system [5], hidden Markov models (HMMs) [6], [7], or a mixture of Gaussian process experts [8]. Although these models are useful for analyzing singer-specific pitch fluctuations, they are insufficient for generating natural F0 contours due to the limitation of the representation power (e.g., linearity). Deep neural autoregressive models, which have the potential to overcome this limitation with their nonlinear representations, have recently been developed [9], [10]. A convolutional neural network (CNN) called WaveNet [10] was originally designed for modeling raw waveforms and applied for voice conversion [4], text-to-speech (TTS) synthesis [11], and audio synthesis of musical notes [12].

A deep generative model of singing F0 contours based on WaveNet has recently been proposed for singing voice synthesis [13]. The model can generate singing F0 contours from a sequence of musical notes with phoneme information in lyrics. Since singing F0 contours are affected by phonemes, when aiming at singing style conversion, it remains an open question whether singer-specific pitch fluctuations that are independent from phoneme information can be modeled appropriately.

In this paper, we investigate the use of WaveNet for generating a singing F0 contour from a sequence of musical notes without lyric information (Fig. 1). Using only a sequence of musical notes without lyrics, our method can deal with songs in any language. We aim to capture common patterns of pitch fluctuations that appear on specific note patterns regardless of language. Inspired by TTS synthesis [14], [15], we use four contextual features extracted only from the note sequence for conditioning WaveNet: (I) the musical note sequence after the current frame, (II) the relative position of the current frame from the start of the current musical note, (III) the duration of the current musical note, and (IV) a singer code. Feature I is used for improving the smoothness of generated F0 contours because humans can smoothly sing a song by considering...
the following musical notes. Overshoot and preparation, for example, depend on the next note, and vibrato depends on the length of the current note. Features II and III are used for enhancing singing voice expressions that tend to appear at a certain position in a musical note of a certain length. For instance, examples tend to appear around the boundaries of musical notes, and vibrato tends to appear near the end of a relatively long note. Feature IV is used for learning the characteristics of singer-specific expressions.

We also investigate a modification of the loss function used by WaveNet. The original WaveNet uses the cross entropy for the loss function. The cross entropy function returns the same loss value for all prediction errors. When utilizing WaveNet for generation of F0 contours, the cross entropy loss cannot suppress a prediction that is far from the ground-truth F0. To overcome this problem, we introduce a weight function for the cross entropy that increases the value of the loss function if a predicted F0 becomes far from the ground-truth F0.

The main contribution of this study is to introduce contextual features extracted only from musical note sequences without phoneme information in lyrics. We also introduce a modified loss function that is more suitable for generating F0 contours than the cross entropy used in the original WaveNet. We evaluate the effectiveness of the two techniques in terms of the root mean squared errors (RMSEs) between the generated F0 contours and the ground-truth F0 contours. We compare the performances of our method and the original WaveNet. The experimental results show that the RMSEs become smaller than the original WaveNet by using those techniques. This suggests that the additional features and the modified loss function are important to prevent the predictions from being far from the ground-truth F0s, allowing natural deviations from the input musical note sequences.

II. RELATED WORK

This section reviews related work on F0 contour modeling, singing note estimation, and singing voice synthesis. We also review F0 contour modeling in TTS that is similar to the one in singing voice synthesis.

A. Singing Voice Synthesis

Singing voice synthesis has been a hot research topic [1], [5], [6], [8], [13], [16]–[19]. The concatenative methods [1], [16], [17] are simple and powerful for synthesizing natural singing voices. A commercial software of singing voice synthesis named VOCALOID [1] is widely used for music production. Bonada et al. [16] made two databases of singing voices, a vowel database consisting of expressive a Capella voices containing solely vowels and a timbre database consisting of a single singer’s voice. Ardaillon et al. [17] focused on generating natural F0 contours for concatenative singing voice synthesis and modeled variations of singing F0 contours as several separated layers (e.g., vibrato, jitter, or melodic components) using B-spline curves. Statistical methods of singing voice synthesis and F0 contour generation have also been proposed [5]–[8], [18]. Sinsy [18] is an HMM-based statistical singing voice synthesizer incorporating lyrics, tones and durations simultaneously. To explicitly model singing F0 contours, a second-order linear system [5], an HMM [6], [7], and a mixture of Gaussian process experts [8] were proposed.

DDN-based methods have been studied actively [13], [19]. Nishimura et al. [19] replaced the HMM-based modeling of Sinsy [18] with a fully-connected DNN architecture and improved the naturalness of the synthesized singing voices. Blaauw et al. [13] proposed the state-of-the-art singing voice synthesizer consisting of phonetic timing, pitch, and timbre models based on WaveNet. As mentioned in Section I, the pitch model is used for generating singing F0 contours from musical note sequences while referring to the phonetic information of lyrics.

B. Text-to-Speech Synthesis

TTS synthesis has been developed as well as singing voice synthesis [11], [14], [15], [20]–[23]. The concatenative methods [20], [21] have been developed in the 1990s, resulting in high-level quality of synthesized speeches. Since the units of speech voices used in such methods contain natural accents and fluctuations, modeling F0 contours is not necessary for those methods. After that, HMM-based statistical methods have been studied [22], [23]. Zen et al. [22] developed an extension of the HMM, called a trajectory HMM, that incorporates explicit relations between static and dynamic features for vocoder synthesis. Kameoka et al. [23] proposed an HMM-based generative model of speech F0 contours on the basis of a probabilistic formulation of Fujisaki’s model [24], a second-order linear system representing the control mechanism of vocal cord vibration.

DDN-based end-to-end synthesizers have recently been developed [11], [14], [15]. Fan et al. [15] and Zen and Sak [14] used a long short-term memory (LSTM) for generating acoustic features for vocoder synthesis. In their models, contextual features extracted from the input text were used as the input of the LSTM: phoneme-level linguistic features (e.g., phoneme identities, stress marks, the number of syllables in a word, the position of the current syllable in the phrase), the position of the current frame in the current phoneme, and the duration of the current segment. Shen et al. [11] combined an LSTM-based generator of acoustic features and a WaveNet-based vocoder.

C. Singing Note Estimation

Estimation of musical notes from sung melodies has actively been studied [25]–[30]. Paiva et al. [25] proposed a method for musical note estimation from polyphonic music signals by multipitch detection, multipitch trajectory construction, trajectory segmentation, and elimination of irrelevant notes. Molina et al. [26] proposed a method of monophonic singing transcription that focuses on the hysteresis characteristics of singing F0 contours. HMM-based methods [27]–[29] have been used for capturing the dynamic fluctuations of singing voices. For example, Raphael [29] modeled rhythm and onset deviations of singing F0 contours for estimating pitches,
rhythms, and tempos. Ryytininen and Klapuri [27] proposed a hierarchical HMM that captures various singing fluctuations in individual musical notes. Yang et al. [28] modeled the generative process of trajectories in the F0-ΔF0 plane based on a hierarchical HMM. A DNN-based method has recently been studied by Zhu et al. [30]. The method fuses the outputs of two DNNs, one for estimating singing pitch series from the sequence in our method, as follows:

$$ z_k = \text{tanh}(W_{f,k} \ast z_{k-1}) \odot \sigma(W_{g,k} \ast z_{k-1}) $$ \hspace{1cm} (3)

where the symbol $\ast$ represents convolution operation, the symbol $\odot$ represents element-wise product operation, $W_{f,k}$ and $W_{g,k}$ are the filters of the $k$th DC layers, and $\text{tanh}(\cdot)$ and $\sigma(\cdot)$ represent the hyperbolic tangent the sigmoid function, respectively. All the outputs of the residual blocks through 1×1 convolution layers are summed by the skip connection, and the overall output of WaveNet is the softmax probability of a one-hot vector.

The dilation rates of the DC layers in the residual blocks are usually doubled for every layer up to a limit and then grouped into several dilation cycles, e.g.,

$$ 1, 2, 4, \ldots, 512, 1, 2, 4, \ldots, 512, 1, 2, 4, \ldots, 512. $$

Given the number of residual blocks $K$, the dilation rate $d_K$ of the last DC layer in the last $K$th residual block and the number of the repetitions of the dilation cycles $B$, the receptive field $R$ is calculated as follows:

$$ R = 2^{d_K} \cdot B. $$ \hspace{1cm} (4)

The exponential increase of the dilation rate with the linear increase of the number of layers achieves exponential growth of the receptive field [31]. The repetitions of the dilation cycles further increases the total non-linearity and capability of the model.

WaveNet can condition the joint probability shown in Eq. (1) with an additional input sequence $h$, which corresponds to an additional feature sequence extracted from a musical note sequence in our method, as follows:

$$ p(x) = \prod_{t=1}^{T} p(x_t | x_1, \ldots, x_{t-1}, h). $$ \hspace{1cm} (5)

To calculate Eq. (5), Eq. (3) is replaced with the following equation:

$$ z_k = \text{tanh}(W_{f,k} \ast z_{k-1} + W_{f,k}' \ast h) \odot \sigma(W_{g,k} \ast z_{k-1} + W_{g,k}' \ast h) $$ \hspace{1cm} (6)

where $W_{f,k}$ and $W_{g,k}$ are the filters of 1×1 convolution layers for the condition sequence.

### B. Sequential Prediction of F0 Contours from Musical Note Sequences

This section describes the proposed method for generating an F0 contour from a musical note sequence with WaveNet (Fig. 3). The input musical note sequence is represented as $h = \{h_t\}_{t=1}^{T}$, where $T$ is the number of frames in a musical sequence and $h_t$ is a musical note at time $t$ represented as a one-hot vector. The output F0 contour is represented as $x = \{x_t\}_{t=1}^{T}$.
the condition sequence are concatenated in one sequence and fed into WaveNet, i.e., condition the prediction of WaveNet. All the feature sequences other than musical notes depicted in Fig. 4 to calculate in the generation phase and F0 values are drawn from the joint probability at each time step. In contrast, previously generated F0 values are used for the calculation in the generation phase and F0 values are drawn from the joint probability at each time step.

C. Condition Inputs for WaveNet

As mentioned in Section I, our method uses four additional feature sequences other than musical notes depicted in Fig. 4 to condition the prediction of WaveNet. All the feature sequences are concatenated in one sequence and fed into WaveNet, i.e., the condition sequence $h$ in Eq. (5) is replaced with a sequence $h' = \{(h_t, c_t)\}_{t=1}^T$ where $c_t$ is a concatenated vector of the additional features, and $(h_t, c_t)$ represents concatenation of the two vectors. As shown in Fig. 4, the musical note sequence

$\{x_t\}_{t=1}^T$ where $x_t$ is a log-scale F0 value represented as a one-hot vector.

The joint probability $p(x)$ is calculated according to Eq. (5). $x$ is input to the first residual block through the initial $1 \times 1$ causal convolution layer. The output of the $k^{th}$ residual block is calculated from the output of the $k^{th}$ DC layer and the condition sequence $h$ according to Eq. (6). The overall output of WaveNet is the probability of a F0 contour through softmax function. In the training phase, ground-truth F0 values are used to calculate the joint probability shown in Eq. (5). In contrast, previously generated F0 values are used for the calculation in the generation phase and F0 values are drawn from the joint probability at each time step.

D. Loss Function

This method uses the following loss function $L$ that is a modified version of cross-entropy function and acts as the square loss for WaveNet to prevent the D-dimensional softmax prediction $p(x)$ from being unnaturally far from the target F0 contour $\hat{x}$:

$$L(\hat{x}, x) = W(\hat{x}, x)H(\hat{x}, x)$$

where

$$H(\hat{x}, x) = -\sum_{d=1}^{D} \hat{x}_d \log p(x_d)$$

is the cross entropy between $x$ and $\hat{x}$, and given $d(\hat{x}, x) = |\text{argmax} \ x - \text{argmax} \ \hat{x}|$, the weight function $W(\hat{x}, x)$ in proportion to the squared error between $\hat{x}$ and $x$ is defined as

$$W(\hat{x}, x) = \begin{cases} 1 & \text{if } d(\hat{x}, x) < 100 \\ \left(\frac{d(\hat{x}, x)}{100}\right)^2 & \text{otherwise.} \end{cases}$$

The graph representation of $W(\hat{x}, x)$ is depicted in Fig. 5. The parameters of the weight function are empirically set. As shown in Eq. (9), the $W(\hat{x}, x)$ does not apply weight to cross entropy when the distance of the prediction from the target $d(\hat{x}, x)$ is less than 100 cents. This aims to enable natural deviations from the input musical note for the F0 prediction of WaveNet. The further an F0 value is predicted from the target F0 value, the more unnatural the predicted F0 contour is considered to become. The $W(\hat{x}, x)$ is considered to suppress such unnatural deviations.

IV. EVALUATION

This section reports experiments conducted to evaluate the performance of the proposed generative model of singing F0 contours.

A. Experimental Conditions

Among the 100 pieces of popular music in the RWC music database [32], we used 50 pieces for training of the generative model and 11 pieces for evaluation. We obtained musical note sequences and singer codes from the annotation data [33]. Singing F0 contours were also obtained from the annotation data or automatically estimated by using the state-of-the-art
The number of channels of the DC layer and the dilation rates were set to 1, 2, ..., 16, 1, 2, ..., 16, 1, 2, ..., 16. The receptive field was therefore 96 samples according to Eq. (4). The number of channels of the DC layer and the 1×1 convolution layer in each residual block were set to 64.

We augmented the dataset using pitch shift and interpolation of unvoiced durations. The unvoiced durations shorter than 200 milliseconds in the musical note sequences and the singing F0 contours were interpolated (Fig. 6). Each musical note sequence and singing F0 contour was pitch-shifted based on the shift amount randomly sampled from \{-1200, -1100, ..., -1200\}. To increase variation of the F0 contours, we added Gaussian noises on the vocal F0 values of the annotation data as follows:

$$x' = x + \epsilon$$

where $x$ is the original vocal F0 value at each frame and $\epsilon$ is a noise drawn from a Gaussian distribution $\mathcal{N}(0,100)$ whose variance corresponds to a semitone.

The F0 values of singing voices in the range from C2 to C6 were discretized in units of 10 cents. The musical notes in the same range were also discretized in units of 100 cents. The F0 values and musical notes out of the range were treated as silent. The discretized F0 contours then transformed into 481-dimensional one-hot vectors, and the discretized musical note sequences into 49-dimensional one-hot vectors, respectively. As the musical note sequence after the current frame, the next 50 samples (500 milliseconds) were used. The dimensionality of one conditional feature vector was therefore 2526 (= 481 + 49 * 50 + 1 + 1 + 74).

For the parameters of WaveNet used in our method, we connected 15 DC layers grouped in 3 dilation cycles, i.e., the dilation rates were set to 1, 2, ..., 16, 1, 2, ..., 16, 1, 2, ..., 16. The receptive field was therefore 96 samples according to Eq. (4). The number of channels of the DC layer and the 1×1 convolution layer in each residual block were set to 64.

### Experimental Results

The experimental results are shown in Table I. Comparing the four RMSEs, we confirmed that the weighted cross-entropy loss function and the additional conditions both contributed to generation of more natural F0 contours from the musical note sequences. Although the RMSE is useful for measuring the quality of generated F0 contours, objective evaluation is required for further investigation of the quality of the generated F0 contours. We therefore plan to conduct listening test using the singing voices or sinusoidal waves synthesized from the generated F0 contours.

<table>
<thead>
<tr>
<th>Modification of loss function</th>
<th>Additional conditions</th>
<th>RMSE [cent]</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td>150.1</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>158.1</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>158.2</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>165.8</td>
</tr>
</tbody>
</table>

The number of 1×1 convolution channel between the skip connection and the softmax layer was set to 1024. We used the Adam optimizer [35] whose hyperparameters were set to $\alpha = 0.001, \beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 10^{-8}$.

To quantitatively evaluate the prediction quality of our method, we calculated the root mean squared error (RMSE) between the generated F0 contour and the ground-truth F0 contour for each song in the evaluation dataset. The overall RMSE was calculated as the average of the framewise RMSEs of all the songs for evaluation.

### V. Conclusion

This paper proposed a WaveNet-based generator of singing F0 contours from musical note sequences without lyric information. We investigated the capability of WaveNet to generate singing F0 contours using pitch and contextual features and a modified cross-entropy loss. We confirmed that the additional
Fig. 7: Examples of the singing F0 contours generated by original WaveNet and our method. The blue line indicates the musical note sequence, the purple line the generated singing F0 contour, and the green line the F0 contour of the annotation data as a reference. The figure in the lower (upper) side depicts the F0 contour generated with (without) the additional conditions or the modification of the loss function.

features and the modified loss function both contribute to improving the quality of generated F0 contours.

It is interesting to apply the proposed method for singing style conversion. We plan to apply the same architecture of the proposed model for generating volume contours of singing voices, which are considered important for representing singing expressions as well as singing F0 contours. Singing style conversion to a specific singer’s one can be achieved using the expression models for singing F0 and volume contours representing the style of the singer. When developing such expression models, the size of dataset is expected to be too small to train those models. Transfer learning is would be helpful for this problem.
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